XcalableACC – a Directive-based Language Extension for Accelerated Parallel Computing
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I. INTRODUCTION

A type of parallel computer, such as GPU clusters, which is composed of multiple nodes equipped with accelerator devices has become a popular HPC platform. In fact, four of the top ten supercomputers in the latest TOP500 list are of this type. We call it accelerated parallel computer (APC).

To program APCs, the combination of MPI for distributed-memory parallelism among nodes and a dedicated language or tool for offloading works to accelerator devices within a node (e.g. CUDA for NVIDIA’s GPU) is usually adopted. However such programming model is complicated and difficult for most of application programmers, and a easier way to program APCs is strongly demanded. On the other hand, some technologies such as Tightly Coupled Accelerators (TCA) [1] and GPUDirect [2] that enable direct communication between accelerator devices are recently proposed.

Our research proposes a new language XcalableACC to meet those demands, which is a combination of two existing directive-based language extensions, XcalableMP and OpenACC.

XcalableMP (XMP) [3], developed by the XMP Specification Working Group of the PC Cluster Consortium, is a directive-based language extension for C and Fortran to program distributed-memory parallel computers. Using XMP, programmers can write parallel programs by inserting simple directives into their serial programs.

OpenACC [4], developed by Cray, CAPS, NVIDIA and PGI, is another directive-based language extension designed to program heterogeneous CPU/accelerator systems. It targets offloading programs from a host CPU to an attached accelerator device, and has an advantage of portability across operating systems and various types of host CPUs and accelerators.

XcalableACC (XACC) has features for handling distributed-memory parallelism, derived from XMP, and offloading tasks to accelerators, derived from OpenACC, and two additional functions: data/computation mapping among multiple accelerators and direct communication between accelerators.

II. RELATED WORKS

Extensions of PGAS languages [5]–[7] for supporting accelerators have been proposed but neither of them contain features for direct communication between accelerators.

XcalableMP-dev [8] is the predecessor of XACC. XcalableMP-dev supports its own dedicated directives to program GPUs and direct communication between accelerators while XACC supports OpenACC, which is a standard of programming accelerators.

III. XCALABLEACC

A. Basic Concept

XACC can be said to be a combination of XMP, OpenACC and some novel extensions. Each of them has the function as follows.

- XMP for distributed-memory parallelism
- OpenACC for offloading works to accelerator
- XACC extensions for handling multiple accelerators and direct communication between accelerators

Fig. 1 shows the basic concept of XACC. An example code of XACC is given in Fig. 2.

B. Target Architecture

The target of XACC is accelerated parallel computers that are composed of homogeneous nodes each of which is:

- composed of a host CPU (maybe multi-core) and one or more attached accelerator devices; and
interconnected via two paths: one is between CPUs, and the other is between accelerators that allows accelerators communicate directly with each other.

C. XACC extensions

1) Data/Computation mapping onto multiple accelerators (two-level distribution):

- The novel on_device clause can be put on some OpenACC directives (e.g. declare, data, etc.) to explicitly specify their target device.
- Data and computation are distributed among nodes by an XMP directive, and further distributed among accelerators within one node by the layout clause of the declare and loop directives.

2) Direct Communication between accelerators:

- The XACC runtime system recognizes the arrangement of data in the host or device memory and autonomously selects the appropriate communication path for them.
- XMP’s Communication directives, such as reflect, bcast, and reduction, would apply to data that reside in device memory if the acc clause is specified.

D. Implementation

We are implementing Omni XcalableACC as an additional function of the Omni XMP compiler being developed by RIKEN AICS and University of Tsukuba. Its primary target is HA-PACS/TCA [1] in Center for Computational Science, University of Tsukuba.

IV. PRELIMINARY EVALUATION

We parallelized the Himeno benchmark [9] (size = 128x128x256), which is a typical stencil code, with Omni XACC to preliminarily evaluate the performance of an XACC program on HA-PACS/TCA. We used gcc-4.7 and CUDA6.0 as a backend compiler, and MVAPICH2-GDR 2.0b as a communication library. It can be seen from Fig. 3 that the XACC program using TCA is up to 2.7 times faster than the OpenACC+MPI(GDR) equivalent. In addition, the SLOC (source lines of codes) in XACC is about half of that in OpenACC+MPI(GDR).

V. CONCLUSION

We proposed a directive-based language extension for accelerated parallel computing, XcalableACC. It is basically a combination of XcalableMP and OpenACC, and has added features of data/computation mapping onto multiple accelerators and direct communication between accelerators. The preliminary evaluation showed that XcalableACC would be useful to program accelerated parallel computers.
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