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=a What is Graph500 ? | Our previous research

@ We tuned the performance of BFS, which is one of the Graph500
I BaCkground kernels, on the K computer

@ Many emerging large-scale data science applications require @ |t took the top spot on Graph500 a total of 10 times from 2014
performance-scaling graph algorithms ———
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© The K computer stopped operating in August 2019

© Graph500 was started in 2010 as a competition for evaluating the @ The supercomputer Fugaku, the successor to the K computer,
performance of large-scale graph processing took the top spot on Graph500 in June 2020

am Overview of BFS algorithm | Hybrid-BFS with optimized search direction[3]

|
. . . . . In the middle of BFS, the number
| Distribution with 2D process grid[1] of vertices being searched
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delete a part of the communication[2].

': Proposed techniques [4] | Overlapping communication and calculation

@ To promote the overlap between communication and calculation, the
calculation process is divided so that multiple communications can be

I Bitmap-based CSR(BCSR) for adjacency matrix

We have developed a BCSR that uses bitmaps that can retrieve edge executed at the same time.
information more efficiently and with less memory than general CSR. @ Furthermore, to effectively use a torus-topology network used in
. Supercomputer Fugaku, Blue Gene/Q, and so on, communication is
Edge List BCSR performed in two directions.
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@ bitmap: one bit for each
vertex: represents the vertex has at least one edge or not
@ offset: represents cumulative # of set bits from the beginning of
bitmap to the corresponding word boarder id
| Vertex reordering
BFS requires heavy random memory accesses. To increase memory
access locality, renumbering vertex ID in order of vertex degree. 2 §
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